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[1] A three-dimensional dynamic cloud model is used to investigate electrification of the
full life cycle of an idealized continental multicell storm. Five laboratory-based
parameterizations of noninductive graupel-ice charge separation are compared. Inductive
(i.e., electric field-dependent) charge separation is tested for rebounding graupel-droplet
collisions. Each noninductive graupel-ice parameterization is combined with variations
in the effectiveness of inductive charging (off, moderate, and strong) and in the minimum
ice crystal concentration (10 or 50 L�1). Small atmospheric ion processes such as
hydrometeor attachment and point discharge at the ground are treated explicitly. Three of
the noninductive schemes readily produced a normal polarity charge structure, consisting
of a main negative charge region with an upper main positive charge region and a
lower positive charge region. Negative polarity cloud-to-ground (CG) flashes occurred
when the lower positive charge (LPC) region had sufficient charge density to cause high
electric fields. Two of the three also produced one or more +CG flashes. The other two
noninductive charging schemes, which are dependent on the graupel rime accretion
rate, tended to produce an initially inverted polarity charge structure and +CG flashes. The
model results suggest that inductive graupel-droplet charge separation could play a role in
the development of lower charge regions. Noninductive charging, on the other hand,
was also found to be capable of producing strong lower charge regions in the tests with a
minimum ice crystal concentration of 50 L�1.
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1. Introduction

[2] Numerical modeling of storm electrification is highly
dependent on parameterizations of mechanisms by which
hydrometeors acquire charge. Laboratory studies [e.g.,
Reynolds et al., 1957; Takahashi, 1978; Jayaratne et al.,
1983; Saunders et al., 1991; Saunders and Peck, 1998]
have confirmed that rebounding collisions between small
and large ice particles can result in an appreciable separation
of charge. This process is referred to as noninductive (i.e.,
independent of external electric fields) collisional charge
separation. The sign and magnitude of the charge gained by
the larger particle appears to be dependent on multiple
variables; studies have identified temperature, cloud water
content, rime accretion rate, and the droplet size spectrum as

factors. The complexity is further compounded by disagree-
ments in the details of the laboratory results.
[3] Only a few studies have employed multidimensional

dynamical simulation models with predicted ice-phase
microphysics. Rawlins [1982] used a three-dimensional
model with ‘‘bulk’’ category microphysics (cloud water,
rain, ice crystals, and hail) to examine basic electrical
structure of a winter maritime storm. An axisymmetric
model with explicit (i.e., bin model) microphysics was
used by Takahashi [1984]. Takahashi’s model incorporated
laboratory results for charging due to ice rebounding
particle collisions [Takahashi, 1978]. His model also
included small and large ion categories and ion attachment
to hydrometeors. Takahashi [1984] compared maritime to
continental storms by varying the concentrations of cloud
condensation nuclei and cloud ice nuclei. He concluded
that charging due to rebounding ice collisions alone would
be sufficient to electrify a storm and produce lightning.
[4] Ziegler et al. [1991] and Ziegler and MacGorman

[1994] used a three-dimensional version of the kinematic
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model of Ziegler [1985] [see also Ziegler et al., 1986] to
study electrification in a New Mexico thunderstorm and an
Oklahoma tornadic supercell storm, respectively. Those
studies used Doppler wind field analyses to drive the
kinematics, but the microphysics and electrification were
predicted. Both studies used a noninductive charge separa-
tion scheme based on Gardiner et al. [1985] and Jayaratne
et al. [1983] that is also employed in the present study and
described in greater detail later. In contrast, the studies of
Scavuzzo and Caranti [1996] and Scavuzzo et al. [1998]
injected arbitrary distributions of ice particles into a cloud
consisting of small droplets only and with a steady wind
field. While such studies can provide some insight into
the behaviors of different laboratory-based results of non-
inductive charging (in this case, Takahashi [1978] and
Saunders et al. [1991]), the lack of realistic microphysical
development limits the conclusions that can be drawn.
[5] The two-dimensional storm electrification model

(SEM) of Helsdon and Farley [1987] was used to simulate
electrification in a Montana thunderstorm and for later
studies [Randell et al., 1994; Helsdon et al., 2001]. The
SEM also treats small ion processes and has parameter-
izations of the laboratory charging results of Takahashi
[1978] (e.g., by Randell et al. [1994]) and Saunders et al.
[1991]. Helsdon et al. [2001] (hereafter HWF) made the
first comparison of laboratory-based parameterizations of
charge separation in a full simulation model (i.e., with
coupled dynamics and microphysics). They compared the
initial electrification produced by three different noninduc-
tive charging schemes [Takahashi, 1978; Saunders et al.,
1991; Helsdon and Farley, 1987] and found significant
differences between the results. Inductive (i.e., field depen-
dent) charge separation was used in conjunction with the
noninductive scheme of Helsdon and Farley [1987], but not
with the other two noninductive schemes. The SEM was
upgraded to three-dimensional for Helsdon et al. [2002],
which demonstrated that small ion processes can be appre-
ciable when noninductive charge separation is active but
produce insignificant electrification on their own without an
active noninductive charging process.
[6] One of the motivating factors for the present study

was the need expressed by HWF for further comparison
studies incorporating more recent laboratory work [e.g.,
Brooks et al., 1997; Saunders and Peck, 1998] and in the
context of a three-dimensional model. The work presented
here explores further the comparison of charging parameter-
izations (older and newer) and includes intracloud (IC) and
cloud-to-ground (CG) lightning to allow simulation beyond
the initial electrification stage. A multicellular continental
storm is simulated that is stronger and longer-lived than the
case by HWF, but has similar initial precipitation formation.
The sensitivity of storm charge structure to inductive charge
separation between graupel and small cloud droplets is also
investigated.

2. Laboratory Results of Noninductive Charging

[7] Beginning with the pioneering work of Reynolds et al.
[1957], many laboratory studies of noninductive charging
have focused on graupel undergoing riming growth and
rebounding collisions with ice crystals [e.g., Takahashi,
1978; Takahashi and Miyawaki, 2002; Jayaratne et al.,

1983; Saunders et al., 1991; Saunders and Peck, 1998].
Riming, the collection and rapid freezing of supercooled
liquid droplets, has an unclear role in charge separation, but
multiple laboratory studies have found that charge separa-
tion by rebounding graupel-crystal collisions is substantially
reduced when the graupel is not experiencing riming
growth. Simply the presence of supercooled droplets may
be sufficient, however, as Jayaratne and Saunders [1985]
found that charge separation could still be appreciable when
the droplets were too small to be captured by the target. The
relative growth rate hypothesis [Baker et al., 1987; Baker
and Dash, 1994] holds that the particle that is growing
faster by vapor diffusion will gain positive charge from
rebounding collisions. According to the hypothesis, then,
neither particle necessarily has to be riming, but liquid
droplets must be present to provide vapor for deposition
growth. The graupel surface is affected by riming through
latent heat release from freezing droplets and, if the droplets
are evaporating, through the vapor release from the droplets
before they freeze completely.
[8] The sign of charge acquired by simulated graupel has

been found to be dependent on air temperature and cloud
water content (CWC) or the rime accretion rate (RAR), as
well as on other factors such as graupel surface temperature,
the droplet size spectrum, and water droplet contaminants.
Laboratory studies indicate that a temperature may exist,
called the reversal temperature, at which the charge gained
by graupel changes sign, all other factors being held
constant. The results of different studies, however, are in
conflict over the details of the charging dependence on
temperature and CWC (or RAR), and under some circum-
stances a reversal temperature may not exist. Takahashi
[1978] studied collisional charging with a chamber contain-
ing ice crystals and supercooled droplets. Rotating rods
inside the chamber acted like graupel particles by collecting
droplets (i.e., riming) and colliding with crystals. He found
that the rimed rods gained positive charge from rebounding
collisions with ice crystals at temperatures above �10�C
regardless of CWC (Figure 1). At temperatures below
�10�C, the rime gained positive charge at high and low
CWC, but acquired negative charge at intermediate values.
At a CWC of 1 g m�3, the reversal in the polarity of
acquired charge occurred at about �10�C.
[9] Jayaratne et al. [1983] obtained results that differed

from Takahashi [1978]. They observed only negative charg-
ing of a riming particle at low CWC and low temperature.
Charging of the graupel at temperatures greater than �10�C
was negative for sufficiently low CWC. Furthermore, the
reversal temperature at a CWC of 1.0 g m�3 was �20�C, or
10�C lower than found by Takahashi [1978].
[10] The results of Saunders et al. [1991] at the Univer-

sity of Manchester (UMIST) (in the same laboratory used
by Jayaratne et al. [1983]) were also at variance with
Takahashi [1978], though they reported positive charging
at low temperature and CWC. Saunders et al. [1991]
created a parameterization of their results for use in numer-
ical model studies. The charging scheme determined the
sign of charging based on the temperature and the effective
CWC (EW), which is the CWC multiplied by the collection
efficiency of the riming particle. The magnitude of charging
also depended on EW and temperature and had a power-law
dependence on both ice-crystal diameter and terminal fall
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speed difference. Brooks et al. [1997] transformed the
Saunders et al. [1991] parameterization to use the rime
accretion rate, RAR = EW � V (where V is the graupel
terminal speed). They omitted the positive charging region
at low temperature and low EW for two reasons. First, they
found their simple numerical cloud model was insensitive to
that charging regime. Second, they cited the difficulty in
performing charging tests reliably at very low values of
RAR. Further exploration of the charging dependence on
RAR was reported by Saunders and Peck [1998].
[11] Williams et al. [1991] attempted to relate charging to

the graupel growth state (e.g., wet or dry growth). They
found that the growth state regimes tended to match up with
the different charging regimes found by Takahashi [1978],
which included charging during wet growth. The equations
they used to calculate the growth regimes were appropriate
for the higher density rime they expected in the Takahashi
[1978] experiment. They suggested that the Jayaratne et al.
[1983] results were different because of the lower density
rime expected from the lower riming rod speeds. Brooks
and Saunders [1995] suggested that the continuous nucle-
ation technique used by Takahashi [1978] may have con-
tributed to a considerable overestimate of the cloud water
content and thus wet growth likely was never actually
achieved. Furthermore, Saunders and Brooks [1992] and
Pereyra et al. [2000] have confirmed that charge separation
becomes negligible during wet growth. Jayaratne [1993]
noted that the equations for growth state used by Williams et
al. [1991] would not be applicable to the laboratory-grown
rime structures which are quite different in shape from
natural graupel. When using appropriately modified
equations, the hypothesis that the sign of charging depends
on the growth state of the graupel appears not to be
supported. Williams and Zhang [1996] looked more closely
at the expected rime density in the Takahashi [1978] and

Saunders et al. [1991] experiments and again suggested
that the differences in rime density might preclude direct
comparison of the charging results. On the other hand,
Jayaratne [1998] found that charging was not controlled
by rime density.
[12] Some insight into the consistent differences between

the results of Takahashi and the UMIST group was provided
by Pereyra et al. [2000]. They asserted that the defining
difference between the two sets of results comes from a
difference in experimental method: Takahashi [1978] (and
later Takahashi and Miyawaki [2002]) mixed separate
clouds of droplets and ice crystals before hitting the target
(mixed cloud method), whereas in the UMIST experiments
ice crystals were grown in the droplet cloud (single cloud
method). Pereyra et al. [2000] performed charge separation
experiments using each method and achieved broad agree-
ment with the previous results. They concluded that the
mixed cloud method could create larger ice supersaturations
and greater ice crystal growth rate, thereby affecting the
conditions of charge separation. The fundamental factors
that have led to different results are still unclear, however,
and one of the open questions is which method, if either,
best represents the conditions in a real cloud, or if certain
clouds are better modeled by one method or the other. The
difficulties of comparing different laboratory methods are
further compounded by evidence that the droplet size
spectrum may also play an important role in shifting the
dependencies on temperature and cloud water content [e.g.,
Avila et al., 1998; Avila and Pereyra, 2000].

3. Thunderstorm Simulation Model

3.1. Numerics, Dynamics, and Microphysics

[13] The numerical simulation model used in the present
study is the Straka Atmospheric Model (SAM) [Straka,
1989; Straka and Anderson, 1993a; Straka and Mansell,
2005; Mansell et al., 2002]. It is non-hydrostatic and fully
compressible and based on the set of equations described by
Klemp and Wilhelmson [1978]. Prognostic equations are
included for momentum, pressure, potential temperature,
and turbulent kinetic energy (as documented by Carpenter
et al. [1998]). There are also conservation equations for
(1) mixing ratios of water vapor and hydrometeors,
(2) charge densities and ion concentrations, and (3) the age
of cloud parcels and riming histories. The advection and
diffusion numerics in the model all include a conservation
principle. For momentum advection, the model uses a time-
centered, quadratic (i.e., energy) conserving differencing
scheme for the vertical, and a sixth-order local spectral
scheme in the horizontal [Straka and Anderson, 1993b].
Scalar advection is performed with a forward in time, sixth-
order, flux divergence-corrected, Crowley scheme [Tremback
et al., 1987] with a monotonic filter [Leonard, 1991]. The
diffusion parameterization is based on Deardorff [1980]
and Moeng [1984] [see Carpenter et al., 1998]. Sedimenta-
tion uses the mass-weighted mean fall velocity with a sixth-
order Crowley conservative flux scheme. The first-order
‘‘box-Lagrangian’’ sedimentation scheme of Kato [1995] is
also available as an option but was not used in the present
study.
[14] The microphysics package is a multi-category,

single-moment bulk scheme [Straka and Mansell, 2005]. It

Figure 1. Takahashi (TAK) charging diagram [Takahashi,
1978], contoured from the lookup table [Helsdon et al.,
2001], with charge separation in units of fC.
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has two liquid hydrometeor categories (cloud droplets and
rain) and ten ice categories characterized by habit and size:
two ice crystal habits (column and plate), rimed cloud ice,
snow (ice crystal aggregates), three graupel densities, frozen
drops, small hail, and large hail. The three graupel particle
densities are 300, 500, and 700 kg m�3 for low, medium, and
high density graupel, respectively. Riming history is pre-
dicted for conversions among the various graupel density
categories as well as the frozen drops category. The multiple
precipitation ice categories allow a range of particle densities
and fall velocities for simulation of a variety of convective
storms with minimal parameter tuning. For example, at an air
density of 1.0 kg m�3, the low, medium, and high density
graupel categories have mass-weighted mean terminal
velocities of 3.5 to 5 m s�1, 4.5 to 7.5 m s�1, and 5.5 to
9 m s�1, respectively, for mixing ratios of 0.1 to 8 g kg�1

[Straka and Mansell, 2005].
[15] Cloud droplets and cloud ice crystals (columns and

plates) are treated as monodisperse distributions, and pre-
cipitation particles are assumed to have inverse exponential
(IE) size distributions of diameter:

nx Dð Þ ¼ noxe
�D=Dn;x ð1Þ

where nx(D) (m
�4) is the number concentration of particles

(m�4) with diameter D of hydrometeor category x, and nox
is the fixed intercept value. Note that Dn here is the
characteristic diameter [e.g., Cotton et al., 1986], which is
the inverse slope of the IE distribution, l, so that Dn = l�1.

3.2. Charge Conservation

[16] Each hydrometeor species n has an associated vol-
ume charge density |n that is predicted by integration of the
charge continuity equation. Charge may also be transferred
from one category to another as mass is transferred. For
example, when a fraction of graupel mass melts to rain, the
same fraction of the graupel charge is transferred to the rain
category. Although local charge continuity is imposed,
charge is not conserved globally when charge enters or
leaves the domain by ion currents, CG lightning flashes,
charged precipitation fallout, or by advection out through a
lateral boundary. Small ion processes such as attachment
and point discharge are included in the model in a manner
similar to that of Chiu [1978] and Helsdon et al. [2002], as
described in Appendix A.
[17] The continuity equation for charged hydrometeors is

@|n
@t

¼ �r� |nVð Þ þ r� Khr|nð Þ þ
@ Vt;n|n
� �
@z

þ Sn ð2Þ

where Kh is the sub-grid eddy mixing coefficient for heat,
assumed to be the same for the other scalars. The Prandtl
number is set at 0.4 for all scalar variables. On the right-
hand side of (2), the first term represents transport by
advection (or current density divergence), the second term is
for diffusion, the third term accounts for falling particle
motion relative to the air motion and Sn is the sum of source
and sink terms (e.g., charge separation and ion attachment).
Advection, turbulent mixing, and sedimentation are calcu-
lated by the same methods as for the mass variables,
including the use of mass-weighted mean fall velocity for
sedimentation. Electrical forces are assumed to be insignif-

icant to the basic evolution of the storm and are not
included.
[18] The net volume charge density |t at a grid point is

the sum of all the individual charge categories (small ions
and charged hydrometeors),

|t ¼ e nþ � n�ð Þ þ
X
n

|n ð3Þ

where e is the small ion charge magnitude (electron charge),
and n+ and n� are the positive and negative small ion
number concentrations. The net charge is then the source
term for the Poisson equation,

r2f ¼ � |t

�
ð4Þ

where f is the electric potential, and � is the electrical
permittivity of air (8.8592 � 10�12 F m�1). The presence of
hydrometeors in a particular grid volume involves such a
small fraction of the air volume that the maximum increase
in permittivity is estimated to be less than 1% and is
therefore ignored.
[19] The vector electric field E is found as the negative

gradient of the potential:

E ¼ �rf ð5Þ

[20] At the ground a Dirichlet boundary condition of f =
0 is used. The lateral boundaries have a Neumann condition
of En = @f/@n = 0. The condition at the top is @f/@n =
Ez,FW, where Ez,FW is the fair weather electric field (equation
(A2) in Appendix A). The artificial top and lateral bound-
aries act as ‘‘mirror’’ planes in which charge of the same
sign is reflected. The effects of the mirror charges are
diminished as the boundaries are moved farther away from
the thunderstorm charges, so a larger domain is desirable
for increased accuracy of the solution. On the other hand,
one also wants the smallest domain needed for the dynamics
and microphysics to minimize computational expense.
The compromise implemented here is to use a smaller
‘‘dynamics domain’’ for all variables and use an extended
‘‘potential domain’’ for solving the Poisson equation. The
potential domain is centered on the dynamics domain and is
extended laterally and upward. The charge density in the
extended zones is assumed to be the fair weather ion
charge density. This arrangement allows for nonzero normal
components of electric field at the boundaries of the
‘‘dynamics domain,’’ so that ion currents are possible
through all boundaries. The Poisson equation is solved
using the multigrid package MUDPACK [Adams, 1989].

3.3. Noninductive Charge Separation

[21] A fundamental requirement for using numerical
cloud models is to include parameterizations of mechanisms
by which hydrometeors acquire net charge. These mecha-
nisms have been the subjects of a number of laboratory
experiments. A hydrometeor might acquire a net charge
from rebounding collisions with other particles or by
capturing charged particles (ions or smaller hydrometeors).
The two main classes of collisional charging mechanisms
are inductive and noninductive. Inductive, or polarization,
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charging requires a pre-existing electric field to induce
charge on the surfaces of the colliding particles. Noninduc-
tive mechanisms operate without regard to an external
electric field.
[22] The model includes five parameterizations of nonin-

ductive charge separation via rebounding graupel-ice colli-
sions. The ‘‘TAK’’ parameterization uses the results from
Takahashi [1978] with the addition of a factor to vary the
charge separation per rebounding collision based on impact
speed and crystal size [Takahashi, 1984]. The Gardiner/
Ziegler (GZ) scheme is adapted from Ziegler et al. [1991]
and is based on Gardiner et al. [1985] and Jayaratne et al.
[1983]. The third scheme (S91) is from Saunders et al. [1991]
with modifications of HWF. The last two parameterizations
utilize the idea of the critical rime accretion rate RARcrit that
divides positive and negative charging conditions. The first is
the Riming Rate (RR) parameterization, which is based on
Brooks et al. [1997] with modifications to the critical rime
accretion rate RAR curve following Saunders and Peck
[1998] and the charging results for smaller cloud droplets
in Saunders et al. [1999]. The second RAR-based scheme is
from Saunders and Peck [1998] (hereafter SP98). Details of
each scheme are given in the following subsections.
[23] The model microphysics has six large ice hydrome-

teor categories (three graupel categories, two hail sizes, and
frozen drops), which for simplicity will be referred to
collectively as graupel in the context of charge separation.
Charge separation rates are calculated for rebounding colli-
sions of graupel with cloud ice and aggregates. Interactions
between the graupel categories may be important for charge
separation but are not yet considered because of the lack of
laboratory studies on graupel-graupel collisional charging.
Laboratory results to date are directly applicable only to
interactions between riming precipitation ice particles (i.e.,
graupel) and unrimed, vapor-grown ice crystals. Although
small rimed ice crystals are included in the charging
equations in the model, it is assumed that the rime accretion
rates of the cloud ice are much less than the graupel rime
accretion rates so that the laboratory results are still approx-
imately valid. No charge separation is calculated for
rebounding collisions between snow aggregates and ice
crystals in the present study, although the option exists
and may be important in the stratiform region of mesoscale
convective systems.
[24] The general formulation for the noninductive charge

separation rate @|xy/@t between ice hydrometeor classes x
and y is

@|xy
@t

¼
Z 1

0

Z 1

0

p
4
dq0xy 1� Exy

� �
jVx � Vyj

� Dx þ Dy

� �2
nx Dxð Þny Dy

� �
dDxdDy ð6Þ

where Dx and Dy are the diameters of the colliding particles,
Exy is collection efficiency, jVx � Vyj is the relative fall
speed, nx and ny are number concentrations, and dq0xy is the
charge separated per rebounding collision. In general, dq0xy
may be a function of ice-crystal diameter, impact speed,
cloud water content, and temperature. The collection
efficiency Exy is the product of the collision efficiency
(ecoll, assumed to be unity) and the probability of sticking
given a collision (estk). In wet-growth mode, Eg,y = 1 and no
charge separation occurs. For interactions between snow or

ice crystals and graupel in dry-growth mode, Eg,y = 0.01
exp (0.1 TC), where TC is the temperature in �C. At small
crystal diameters, the collision efficiency can become much
smaller than unity [e.g., Keith and Saunders, 1989], but this
effect is not yet incorporated into the model. Another
potential source of error is the assumed very low sticking
probability, which results in a high ‘‘event probability’’ (EP;
the product ecollesep, where esep = 1 � estk is the separation
probability), whereas Jayaratne et al. [1983] and Keith and
Saunders [1989] determined EP values on the order of 0.2.
An improved treatment of the EP is planned for the future.
[25] As it stands, equation (6) is not a tractable integrand.

The equation can be approximated and simplified by
assuming a form for dq0xy that can be pulled out of the
integral. Also, the fall speed difference is approximated by
the difference of mass-weighted mean fall speeds. The
collection efficiency is assumed to be constant. Multiplying
and dividing by Exy then isolates the number concentration
collection rate integral (nxacy):

@|xy
@t

¼ b dqxy 1� Exy

� �
E�1
xy nxacy
� �

ð7Þ

where,

nxacy ¼ Exyj�Vy � �Vxj �
Z 1

0

Z 1

0

p
4

Dx þ Dy

� �2
nxnydDxdDy ð8Þ

where dqxy is now a representative (weighted average)
separated charge per rebounding collision and (1 � Exy)
represents the rebound probability. Each of the noninductive
charging schemes uses the monodisperse diameter D for
pristine ice crystals (plates and solid columns) but the
characteristic diameter Dn to represent the average size of
an inverse exponential (IE) distribution (e.g., rimed cloud
ice and ice aggregates). The number concentration collec-
tion rate nxacy is calculated by an analytical approximation.
For an inverse exponential distribution category (xe)
interacting with a monodisperse distribution (ym, e.g., ice
crystals) the number concentration collection rate is

nxeacym ¼ p
4
Exynynx �Vx � Vm;y

�� ��
� G 3ð ÞD2

n;x þ 2G 2ð ÞDn;xDy þ G 1ð ÞD2
y

h i
ð9Þ

Similarly, for an IE distribution (xe) interacting with another
IE distribution (ye, e.g., rimed ice or snow) the number
concentration collection rate is

nxeacye ¼
p
4
Exynynx �Vx � �Vy

�� �� G 3ð ÞG 1ð ÞD2
n;x

h
þ 2G 2ð ÞG 2ð ÞDn;xDn;y þ G 1ð ÞG 3ð ÞD2

n;y

i
ð10Þ

[26] Few quantitative results are available on charge
separation at temperatures less than �30�C. (One example
is Saunders and Peck [1998], which examined the sign of
charging, but not quantity, at lower temperature.) Therefore,
lacking experimental guidance, charging at low temperature
has been limited by an arbitrary factor b, where

b ¼
1 : T > �30C
1� T þ 30ð Þ=13½ �2 : �43C < T < �30C
0 : T < �43C

8<
: ð11Þ
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The low-temperature cut-off is made at �43�C because in
the model all cloud droplets are homogeneously frozen so
that no further riming occurs.
[27] To prevent unreasonably large charging and light-

ning flash rates, the maximum magnitude of dq is limited to
50 fC for rebounding graupel-snow collisions and 20 fC for
graupel-crystal interactions, similar to Ziegler et al. [1991].
For comparison, in Ziegler et al. [1991], rebounding grau-
pel-crystal collisions separated a fixed value of only ±0.1 fC.
These upper bounds on charge separation help keep the
rates from different parameterizations to stay within the
same order of magnitude and avoid the gross mismatch of
charging rates found by HWF.
3.3.1. TAK Scheme
[28] The TAK noninductive charging parameterization

uses the laboratory data directly from Takahashi [1978].
The charge per collision dq0 is calculated from a lookup
table of Takahashi’s data as implemented by Randell et al.
[1994] and HWF. Although the approach here (as in HWF)
treats the data as charge per rebounding collision, the
assumed rebound efficiency is close enough to the collision
efficiency that the difference is small. The table covers a
temperature range of 0�C to �30�C and cloud water content
from 0.01 to 30 g m�3. For temperatures lower than �30�C,
the charge separation values at �30�C were used. Charging
dependence on crystal size and fall speed are parameterized
by multiplying the value obtained from the table by a factor
a, as in Takahashi [1984]:

a ¼ 5:0 DI=D0ð Þ2 �Vg=V0 ð12Þ

where DI is the diameter of the ice crystal or snow particle,
�Vg is the mass-weighted mean terminal fall speed of
graupel, and D0 = 100 mm and V0 = 8 m s�1. This factor was
based on the work of Marshall et al. [1978], but the scheme
could be updated to incorporate the more recent results of
Keith and Saunders [1990] regarding dependence on crystal
size and impact speed. As in Takahashi [1984], the value of
a is not allowed to be greater than 10.0 (i.e., a � 10.0).
Thus, for the TAK scheme we have

dq ¼ adq0 ð13Þ

where dq0 is the value interpolated from the lookup table.

3.3.2. GZ Scheme
[29] The Gardiner/Ziegler (GZ) scheme is adapted from

Ziegler et al. [1991] and is based on Gardiner et al. [1985],
who extrapolated the laboratory results of Jayaratne et al.
[1983] to obtain a charge separation equation for atmo-
spheric conditions:

dq0 ¼ 7:3D4
IDV

3 dL f tð Þ ð14Þ

where DI is the ice crystal or snow particle diameter in
meters and DV is the crystal impact speed (i.e., relative fall
speed) in m s�1. In the model, dq is approximated as

dq ¼ 7:3D4
I j�Vg � �VIj3 dL f tð Þ ð15Þ

where �Vg and �V I are the mass-weighted mean terminal
speeds for graupel and cloud ice or snow, respectively, and
DI again is the diameter for the particular cloud ice or snow
category being considered. (The characteristic, or average,
diameter Dn for an IE distribution is used for snow and
rimed ice.) Here again, the size and impact speed
dependency could be modified to use the Keith and
Saunders [1990] results. The dependence on cloud water
content (CWC, in g m�3) is given by dL as follows:

dL ¼
CWC� CWCcrit : T > Tr
CWC : T < Tr and qc � 10�6 kg=kg
0 : qc < 10�6 kg=kg

8<
:

ð16Þ

where CWCcrit = 0.1 g m�3, qc is the cloud water mixing
ratio (the ratio of the water substance mass to the mass of air
in a parcel), and Tr is the reversal temperature (Figure 2).
The function f(t) was adapted from Gardiner et al. [1985]
by Ziegler et al. [1991]:

f tð Þ ¼ �1:7� 10�5t3 � 0:003t2 � 0:05tþ 0:13 ð17Þ

where t = (�21/Tr)(T � 273.16) is the scaled temperature
used by Ziegler et al. [1991] to allow the reversal
temperature Tr to be varied. In their modeling study of a
small New Mexico thunderstorm, Ziegler et al. [1991]
found that using Tr = �21�C resulted in a charge
distribution having negative above positive charge (a so-
called ‘‘negative dipole’’). Measurements in the storm,
however, indicated positive charge over negative (a
‘‘positive dipole’’) which is what is typically observed in
many storms. Setting Tr = �10�C resulted in positive charge
above negative in the simulated charge structure, suggesting
that the main charging zone was in the �10 to �20�C layer.
The supercell storm study of Ziegler and MacGorman
[1994] used the same numerical model as Ziegler et al.
[1991] and obtained a positive dipole charge structure with
Tr = �15�C, which is the value adopted for the present
study.
3.3.3. S91 Scheme
[30] Saunders et al. [1991] (S91) published a noninduc-

tive charge separation parameterization that included the
results of Keith and Saunders [1990] for dependence on
crystal size and impact velocity. The implementation here
follows HWF. One difference from the TAK scheme is that
the Saunders et al. [1991] results were based on effective
cloud water content EW rather than the total CWC. The EW

Figure 2. Charging zones of the GZ [Gardiner et al.,
1985; Ziegler et al., 1991; Jayaratne et al., 1983]
noninductive ice-ice parameterization. Here, the reversal
temperature (for CWC > 0.1 g m�3) is set at Tr = �15�C.

D12101 MANSELL ET AL.: MULTICELL CHARGE STRUCTURE

6 of 24

D12101



is calculated as the cloud water content multiplied by the
droplet collection efficiency of the graupel, which in the
model is determined from a fit of the experimental data of
Mason [1971] (see Straka and Mansell [2005] for details)
and has a range of values from about 0.6 to 1.0.
[31] The positive and negative charging zones at low

effective water (EW) content are reduced as in HWF: The
negative zone is reduced to 20% of the original value and
the positive zone to 10%. (These zones are labeled NLEZ
and PLEZ in Figure 3 for the negative and positive low-EW
zones.) Unlike in HWF, however, no need was found to
reduce the overall charging rate. Some tests were made with
no reduction to the low-EW zones, and it was found that the
limits on charge per rebounding collision (section 3.3)
capped the charging rates to about the same levels as the
HWF reductions. To test the overall importance of the
PLEZ, an option was added (S91*) to replace it by normal
negative charging of graupel, which is relatively weak for
those conditions.
3.3.4. RAR-Based Schemes
[32] The last two noninductive parameterizations are

based on Brooks et al. [1997], Saunders et al. [1999], and
Saunders and Peck [1998]. Brooks et al. [1997] transformed
the parameterization of Saunders et al. [1991] to be in terms
of the rime accretion rate RAR instead of EW, where RAR is
the EW multiplied by the graupel mean relative fall velocity.
They constructed a curve of critical RAR (RARcrit) at which
the charging of graupel changes sign for a particular
temperature (negative at lower RAR and positive for higher).
Saunders and Peck [1998] conducted further experiments to
determine RARcrit at a larger range of temperatures. The two
parameterizations based on these results differ only in the
function used to define RARcrit. The first will be referred to
as the Riming Rate (RR) parameterization and the second as
SP98.
[33] The RR and SP98 parameterizations both use charg-

ing equations adapted from Brooks et al. [1997]. The mean
separated charge per rebounding collision is given by

dq ¼ BDa
n;I

�Vg � �VI

� �b
q� RARð Þ ð18Þ

where �Vg and �V I are the mass-weighted mean terminal
speeds for graupel and cloud ice (or snow), respectively, and
B, a, and b are constants that depend on crystal size as
shown in Table 1 (also used in the S91 scheme). The charge
separation equations, q(RAR, T) from Brooks et al. [1997]
have been altered for the present study so that they
smoothly approach zero at RAR = RARcrit. For positive
charging of graupel (RAR > RARcrit),

qþ RARð Þ ¼ 6:74 RAR� RARcritð Þ ð19Þ

For negative charging (0.1 g m�2s�1 < RAR < RARcrit),

q� RARð Þ ¼ 3:9 RARcrit � 0:1ð Þ

� 4
RAR� RARcrit þ 0:1ð Þ=2

RARcrit � 0:1ð Þ

� �2
� 1

 !
ð20Þ

Note that there is an implicit temperature dependence
since RARcrit varies with temperature. The negative
charging equation (20) shifts the parabolic function
given in Brooks et al. [1997] to fit between the limits of
0.1 g m�2s�1 and RARcrit, removing the discontinuity at
RARcrit in the original formulation. Charging is set to zero
for RAR < 0.1 g m�2s�1.
3.3.4.1. SP98 Scheme
[34] The SP98 scheme is an adaptation of the parameter-

ization of Saunders and Peck [1998]. The critical RAR
curve for the SP98 scheme (SP98crit) delineates the positive
and negative graupel charging zones as a function of RAR
and temperature. It is shown in Figure 4 and given by a
piece-wise continuous function:

SP98crit Tð Þ ¼
s Tð Þ : T > �23:7C
k Tð Þ : �23:7 > T > �40:0C
0 : T � �40:0C

8<
: ð21Þ

where s(T) is the sixth-order polynomial functional fit given
by Saunders and Peck [1998],

s Tð Þ ¼ 1:0þ 7:9262� 10�2T þ 4:4847� 10�2T2

þ 7:4754� 10�3T3 þ 5:4686� 10�4T4

þ 1:6737� 10�5T5 þ 1:7613� 10�7T6 ð22Þ

The function s(T) becomes negative for T < �32.47�C, but
liquid cloud droplets can exist at temperatures at least as
low as �37.5�C [Rosenfeld and Woodley, 2000] and thus
riming and presumably also charge separation can occur.

Figure 3. Plot of the charging zones of the S91 [Saunders
et al., 1991] noninductive ice-ice parameterization. The
positive and negative low-EW zones are indicated by PLEZ
and NLEZ, respectively. (No charge separation occurs for
conditions below the dashed line.)

Table 1. Values of Constants for S91, Riming Rate (RR), and

SP98 Charging Schemesa

Charge Sign Crystal Size, mm B a b

+ <155 4.9 � 1013 3.76 2.5
+ 155–452 4 � 106 1.9 2.5
+ >452 52.8 0.44 2.5
� <253 5.24 � 108 2.54 2.8
� >253 24 0.5 2.8

aFrom Brooks et al. [1997].
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Therefore, the function k(T) is used for T < �23 to keep the
critical RAR positive down to T < �40�C:

k Tð Þ ¼ 3:4 1:0� jT þ 23:7j
�23:7þ 40:0

� �3
" #

ð23Þ

which is a cubic decrease from k(�23.7) = s(�23.7) to
k(�40) = 0. This scheme was also tested with the input
value of RAR reduced by a factor of 0.5 (referred to as
SP98r).
3.3.4.2. RR Scheme
[35] The Riming Rate (RR) scheme roughly follows the

Brooks et al. [1997] recasting of the Saunders et al. [1991]
parameterization, which converted EW to RAR and dropped
the low-EW zones. The critical RAR curve for the RR
scheme is shown in Figure 5 and given by the piece-wise
continuous function

RRcrit Tð Þ ¼

s Tð Þ : T > �7:0C
g Tð Þ : �7:0 > T > �16:0C
h Tð Þ : �16:0 > T > �21:7C
h �21:7ð Þ : T < �21:7C

8>><
>>: ð24Þ

where s(T) is the same as above and

g Tð Þ ¼ s Tð Þ þ 8=3ð ÞjT þ 7j exp T þ 7ð Þ=3½ � ð25Þ

h Tð Þ ¼ 4 1:0� T þ 25ð Þ=18½ �2
� �

ð26Þ

are approximate fits to the critical riming rate curve
presented in Saunders et al. [1999] for smaller droplets.
Following the suggestion of Brooks et al. [1997], at
temperatures below the range of laboratory data (i.e., below
about �30�C) the charging values at T = �30�C are used.

3.4. Inductive Charging

[36] Inductive, or polarization, charging results from
rebounding particle collisions in the presence of an electric

field. The electric field polarizes the particles by forcing
ions of opposite sign to accumulate at opposite sides, and
charge may be transferred between particles when they
collide and separate. We assume that inductive charging is
ineffective for ice-ice collisions because the lower conduc-
tivity of ice and short contact times prevent electrical
currents from transferring appreciable charge [Latham and
Mason, 1962; Gaskell, 1981]. Enhanced coalescence by the
electric field makes it unlikely that liquid particles will
rebound in regions of even moderate field magnitudes
[Jennings, 1975]. The only inductive interaction considered
in the present model is rebounding collisions of graupel and
cloud droplets, and then only if the graupel is in a dry
growth mode. In a wet growth mode, it is assumed that
droplets would coalesce with the surface liquid layer and
not have a chance to rebound. It is conceivable to calculate
inductive charge separation for liquid drops being shed
from hailstones, but this is not currently treated in the
model. Aufdermaur and Johnson [1972] found a rebound
rate of only 1 to 10 per 1000 collisions between droplets
and an ice pellet, and the droplets that did rebound
generally lost some mass. The loss of mass suggested
partial freezing of the droplet to the ice and thus that
growth was in a dry mode. Sartor [1981], on the other
hand, pointed out that the ice pellet grown by Aufdermaur
and Johnson [1972] had many crevices which could capture
droplets and did not resemble naturally-occurring graupel.
Sartor [1981] showed photographic evidence that a higher
rebound rate might be achieved and that droplets could
rebound from non-grazing trajectories when the graupel
pellet had a round shape with a rough surface, but did not
provide quantitative data.
[37] It is generally agreed that inductive charging alone

would be insufficient to strongly electrify a storm because
the mechanism is far too weak at fair-weather electric field
magnitudes. Noninductive charge separation, on the other
hand, does appear to be capable by itself of electrifying a
storm to the point of lightning. Brooks and Saunders [1994]

Figure 4. Plot of the critical rime accretion rate curve
(solid black) used in the SP98 [Saunders and Peck, 1998]
noninductive ice-ice parameterization. Graupel charges
positively at rime accretion rates above the curve and
negatively below. (The RR curve is shown as a dashed line
and the curve of function s(T < �23.7) is shown as a thin
solid gray line.)

Figure 5. Plot of the critical rime accretion rate curve
(solid black) used in the Riming Rate (RR) noninductive
ice-ice parameterization [Brooks et al., 1997; Saunders et
al., 1999; Saunders and Peck, 1998]. Graupel charges
positively at rime accretion rates above the curve and
negatively below. (The SP98 curve is shown as a dashed
line for comparison.)
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tested the inductive mechanism by dropping tiny metal
spheres through a droplet cloud in an electric field. They
found an average charge separation that was about half the
theoretical calculations ofMason [1988], suggesting that the
mechanism could be effective in thunderstorms with strong
electric fields. So the question remains open as to what role
inductive charging might have in thunderstorm electrifica-
tion, and for this reason we have included the mechanism in
the model.
[38] The inductive charging formulation used in the

present study is equivalent to that of Ziegler et al. [1991]
but is rewritten here in terms of characteristic diameter and
mass-weighted mean fall speed:

@|g
@t

¼ p3=8
� � 6:0�Vg

G 4:5ð Þ

� �
EgcErnt;cn0gD

2
c

� pG 3:5ð Þ�hcos qiEzD2
n;g

h
� G 1:5ð Þ|g= 3nt;g

� �i
ð27Þ

where Dc is the cloud droplet diameter, Egc is the collision
efficiency, Er is the rebound probability, nt,c and nt,g are
the total cloud water and graupel number densities, �Vg is the
mass-weighted mean fall speed of graupel, G(x) is the
complete gamma function, Dn,g is the characteristic
diameter of graupel, n0g is the number concentration
intercept for graupel, hcos qi is the average cosine of the
angle of rebounding collision, Ez is the vertical component
of the electric field, and � is the permittivity of air. The
second term in the square brackets represents the effect of
the pre-existing charge carried by graupel |g on the induced
charge on the droplet. Since droplets greatly outnumber
graupel, it is assumed that the rebounding droplets are
initially neutral and experience only one rebounding
collision with graupel. Ziegler et al. [1991] used an
effective Er = 0.0022 and hcos qi = 0.1. These values were
consistent with an event probability at the low end of the
range given by Aufdermaur and Johnson [1972] (i.e.,
around 1:1000) and resulted weak inductive charging.
Higher values were tested in the present study to examine
the possible importance of inductive charging for para-
meters closer to the high end of Aufdermaur and Johnson
[1972] (i.e., event probability on the order of 1:100). For
‘‘moderate’’ inductive charging Er = 0.007 and hcos qi =
0.2, while for ‘‘strong’’ charging Er = 0.015 and hcos qi =
0.45. The assumed rebound probabilities Er are within the
range of experimental results, which vary from as low as
0.1% to 1.0% [Aufdermaur and Johnson, 1972] for
bouncing collisions to as large as about 10% [Gaskell,
1981] for grazing trajectories.
[39] Model tests were performed with no precipitation

charging at all (charging by ion attachment only), and with
inductive charging in conjunction with ion processes. The
ions-only test resulted in maximum electric field magni-
tudes on the order of 200 V m�1 (fair-weather magnitudes),
consistent with the model results of Helsdon et al. [2002],
who tested the convective charging theory [Grenet, 1947;
Vonnegut, 1953], also known as the Grenet-Vonnegut
mechanism [MacGorman and Rust, 1998]. (An English
reprint of Grenet [1947] is available as Grenet [1993].)
For the second test, ‘‘strong’’ inductive charging (graupel-
droplet only) was added, resulting again in maximum field
magnitudes of about 200 V m�1. These results support the

current consensus that inductive charge separation acting
alone cannot cause significant thunderstorm electrification.

3.5. Lightning Parameterization

[40] A parameterization of lightning discharges must be
used to limit the electric field to reasonable magnitudes and
allow a complete storm life cycle to be simulated. The
present study uses the branched lightning discharge scheme
of Mansell et al. [2002], which is capable of producing IC
flashes and both polarities of CG flashes, depending on the
thunderstorm charge structure. As in MacGorman et al.
[2001], a flash is initiated when the electric field exceeds a
height-dependent threshold Einit that decreases exponentially
with increasing altitude: Einit = 201.7 exp(�z/8.4), where z
is the altitude in km [Marshall et al., 1995]. Mansell et al.
[2002] found that the lightning scheme seemed to produce
too few CG flashes, so two adjustments were made:
(1) Since the channel propagation threshold is a given
fraction of Einit, the magnitude of Einit is limited to
125 kV m�1 so that propagation is not unduly suppressed
at lower altitudes. (2) An altitude threshold was used to
determine whether to declare a flash to be a CG without
requiring that the channel propagate all the way to ground
on its own. In the present study the height threshold is
2200 m, but a further criterion has been added to check that
the electrical potential of the branch has the same sign as the
charge carried by the branch, otherwise the discharge is not
automatically brought to ground. The electric potential
changes along the channel because of the simulated elec-
trical resistance represented by the internal electric field.
Thus it is possible, for example, that a negative leader tip
can eventually acquire a positive potential but would
nevertheless be lower than the ambient potential, and such
a channel would not be connected to ground if it propagated
down to the specified height threshold. The polarity of a CG
flash is determined by the polarity of the branch that reaches
the ground.

4. Storm Initiation and Evolution

[41] An analytical thermodynamic sounding was used
followingWeisman and Klemp [1982], with a boundary layer
vapor mixing ratio of 13.5 g kg�1, resulting in convective
available potential energy of about 1630 J kg�1. The
environment had a half-circle hodograph (Us = 20 m s�1)
with the wind shear confined to the lowest 5 km, as in
Weisman and Klemp [1984]. The computational domain
was 45 km by 45 km by 17.5 km, with constant horizontal
grid spacing of 500 m and vertical spacing of 200 m at the
surface stretching to a constant 500 m above 8.75 km. The
concentration of cloud condensation nuclei (CCN) was set at
109 m�3, and the droplet dispersion was set at f = 0.15,
consistent with a continental storm [e.g.,Hobbs and Rangno,
1985]. Convection was initiated by a warm spheroid with a
central temperature perturbation of 0.9 K. The spheroid radii
were 5 � 5 � 1.5 km. Random perturbations were added to
the warm bubble to increase entrainment and mixing in the
initial thermal. Some microphysical development of this
multicell storm simulation is also described in Straka and
Mansell [2005].
[42] The modeled storm was multicellular and had a

lifetime of about 2 hr. It was chosen as a middle-of-the-
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road case between short-lived, highly variable single-cell
storms and long-lived supercell storms. The simulation had
many of the characteristics typical of Colorado storms [Dye
et al., 1974], which are characterized by precipitation-free
updraft base and cloud droplets that are too small for
effective growth by collision-coalescence. (The cloud base,
however, is more typical of central/southern plains storms,

i.e., it is lower than for usual Colorado storms.) The high
prescribed CCN concentration guaranteed small droplet
diameters and effectively turned off the warm rain process
(i.e., rain autoconversion) in the model [Dye et al., 1974]. A
similar approach was taken by HWF to shut down the warm
rain process (J. Helsdon, personal communication, 2005) in
a high-plains continental storm. Therefore the ice process
was the dominant mode of precipitation formation.
[43] The dynamical and microphysical evolution of the

multicell storm is summarized in Figure 6. The updraft mass
flux reveals a series of updraft pulses (20, 30, 37, 52, and
65 min). The first four pulses were connected to a relatively
steady updraft base at 3 to 4 km AGL, following the ‘‘weak
evolution’’ model of Foote and Frank [1983] based on the
Westplains, Colorado, storm, observed during the National
Hail Research Experiment in 1976. (In the ‘‘strong evolu-
tion’’ model each updraft has a new base.) Accompanying
each updraft cell was an increase in graupel mass, which
shifted toward lower levels as a cell decayed.
[44] The precipitation from the first three updraft cells

tended to fall far enough outside the updraft to avoid being
drawn back into the updraft (i.e., precipitation recycling did
not yet occur). The stronger successive cells, occurring
around 52 to 75 min, however, did reingest graupel and
meltwater rain at lower levels into their updrafts, producing
higher integrated graupel mass, hail, and higher reflectivity
around 60–85 min [Straka and Mansell, 2005]. The peak
updraft values for the cells were in the range of 27 to 35m s�1.
Three successively weaker updrafts are apparent in
Figure 6b at 80, 100, and 110 min. The pattern of individual
cells having increasing echo tops, then peaking, then
following cells with decreasing tops (Figure 6a) is similar,
for example, to the storm observations of Brown and Meitı́n
[1994] during the North Dakota Thunderstorm Project.

5. Sensitivity Tests

[45] The sensitivity study of Helsdon et al. [2001] (HWF)
was an important step in the use of models to test the results
of graupel-ice crystal charge separation in the laboratory.
The present model greatly expands upon HWF with a three-
dimensional model (instead of two-dimensional), inclusion
of lightning, and greater number of combinations of charge
separation parameterizations. As stated earlier, one reason to
simulate lightning discharges is to restrict the electric field
magnitudes to within observed values, allowing simulations
to continue past the point of initial strong electrification
and through a full storm life-cycle. The lightning is also
important because it naturally picks out the significant
charge regions that might be inferred, for example from
lightning mapping observations [e.g., Rison et al., 1999].
Recognizing the importance of ice crystal size and concen-
tration, HWF also examined the effect of changing some
assumed parameters controlling ice crystal concentration in
their model. The present study also looks at some effects of
the treatment of ice crystal concentration.
[46] Three general sensitivities to the charge separation

parameterizations are tested. The first examines differences
resulting from the five noninductive charge separation
schemes. The second varies the efficiency of inductive
charge separation through the rebound efficiency Er and
average of the cosine of the rebound angle hcos qi. Three

Figure 6. Time-height plots showing the multicell storm
evolution. (a) Maximum reflectivity (10, 30 dBZ, and
increments of 5 from 40 to 65 dBZ). (b) Horizontally
integrated updraft mass flux (Mg s�1 per model level, where
1 Mg = 1000 kg). (c) Total graupel (black) and total hail
(gray) masses (Mg) per model level. (d) Peak cloud water
content (g m�3) per model level.
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settings of inductive charging are used: off, moderate (mod:
Er = 0.007 and hcos qi = 0.2), and strong (str: Er = 0.015
and hcos qi = 0.45). The third sensitivity test looks at
consequences of changing the specified minimum ice
crystal concentration. As in HWF, the mass content is
predicted for the ice crystal categories, leaving the size
and concentration undetermined. The base model of HWF
fixed the ice crystal radius at 10 mm, so that concentration
varied directly with mass content, up to a maximum of
1000 L�1, at which point the crystal size was increased. In
the current model used here, the ice crystal concentration is
diagnosed by estimating the number of activated ice nuclei
[Meyers et al., 1992; Straka and Mansell, 2005], and for
this study a maximum of 1000 L�1 was set for each of the
three ice crystal categories. Both methods suffer from
potential errors: The first method would overestimate con-
centration when the size should be larger, and the second
method would underestimate concentration in situations
where ice crystal multiplication processes are significant,
especially at higher temperatures (�15�C to 0�C). To test
the possible effects of underestimation, a set of simula-
tions increased the minimum ice crystal concentration
from 10 L�1 to 50 L�1. The actual crystal concentration
at a point may be lower than the specified minimum
because a constraint on the minimum ice crystal mass
(6.88 � 10�13 kg) takes precedence. The changes to the
minimum ice crystal concentration did not cause signifi-
cant differences in the microphysical evolution, so that
simulations with different minimum ice concentration are

fully comparable. In addition to the three main sensitiv-
ities, some further simulations examined changes specific
to the SP98 and S91 noninductive charging schemes.
[47] A wide range of total lightning flashes among the

cases is seen in Table 2. Two trends are evident within each
noninductive scheme. One trend is the effect of inductive
charging on the number of IC lightning flashes while
holding the minimum ice crystal concentration to 10 L�1.
There is a reduction in total IC flashes between off and
moderate inductive charging, suggesting an overall mild
discharging effect at the moderate setting. The strong (str)
inductive charging enhances the net charge separation,
resulting in more lightning flashes, almost double the
number of total flashes, on average. A second trend is the
increase in flashes as the minimum ice crystal concentration
is increased. More numerous, smaller crystals tend to cause
stronger electrification than fewer larger crystals, but the
expectation might be the opposite since the parameteriza-
tions predict more separated charge per rebounding collision
for larger crystals. When the charge dependence on crystal
diameter is less than cubic, however, fewer, larger crystals
separate less charge because the collision rate decreases
faster than the increase in charge per collision for a fixed
mass content of ice crystals. As it turns out, though, the
main effect of changing the minimum concentration comes
from the limits on charge separated per rebounding collision
(20 fC for ice crystals) when the charge per rebounding
collision for larger, less numerous crystals far exceeds the
limit. For example, if one large crystal would separate 40 fC
but is limited to 20 fC, two smaller crystals with half the
mass might separate 20 fC each, effectively doubling the net
separation rate.

5.1. TAK Results

[48] The three sensitivity tests with the TAK scheme had
similar charge structures. Figure 7 shows that at 52 min the
TAK simulations had a ‘‘normal’’ polarity charge structure
consisting of a strong net negative charge region at 5 to
7 km altitude (higher in the updraft region) and strong net
positive charge above 6 to 8 km. Positive charge also
appeared beneath the strong negative region (the so-called
lower positive charge or LPC) at altitudes below about 5 km
(�10�C � T � 5�C). This arrangement of three signficant
charge layers is commonly referred to as the ‘normal
tripole’ [Simpson and Scrase, 1937; Williams, 1989]. A
thin negative charge screening layer at the top cloud
boundary also developed due to the flux of negative ions
toward the cloud top and their attachment to ice crystals.
[49] Noninductive charging rates at 52 min for the TAK

scheme with low ice (TAK/10) are shown in Figure 7b.
Graupel charged positively at higher temperatures or lower
cloud water contents, and a large fraction of the charge
separation occurs in regions where CWC < 1.0 g m�3. At
�10� to �20�C, graupel gained negative charge in the
updraft core where the CWC was higher, and the boundary
between positive and negative charging followed roughly
the edge of the 1 g m�3 contour of CWC. Positive
noninductive charging rates were fairly low and produced
a lower positive charge region (Figure 7a) that was too weak
to initiate lightning.
[50] Strong inductive graupel-droplet charge separation

had the effect of enhancing the main negative and positive

Table 2. Summary of Total Lightning Flashes for Each

Simulationa

Charging Scheme

Number of Flashes Coulombs Discharged

IC +CG �CG IC +CG �CG

TAK/off/10 181 0 0 1,470 0 0
TAK/mod/10 154 0 4 1,300 0 �51
TAK/str/10 358 0 27 2,250 0 �133
TAK/off/50 700 0 16 4,510 0 �85
TAK/off/200 3253 0 37 20,240 0 �231
GZ/off/10 416 1 0 2,800 7 0
GZ/mod/10 338 1 1 2,400 5.7 �8
GZ/str/10 513 0 14 3,130 0 �54
GZ/off/50 1545 3 10 8,570 10 �38
S91/off/10 139 2 0 990 6 0
S91/mod/10 124 0 0 820 0 0
S91/str/10 256 2 5 1,360 3 �20
S91/off/50 633 6 6 3,210 14 �22
S91*/str/10 320 0 4 1,960 0 �25
S91*/off/50 1010 4 5 5,370 13 �20
SP98/off/10 174 2 0 900 12 0
SP98/mod/10 158 3 0 860 18 0
SP98/str/10 325 1 1 1,630 3 �3
SP98/off/50 988 5 7 4,910 19 �24
SP98r/str/10 356 4 0 2,030 18 0
SP98r/off/50 1214 14 7 6,290 63 �16
RR/off/10 135 3 0 1,060 16 0
RR/mod/10 119 3 0 1,000 9 0
RR/str/10 315 9 0 1,820 30 0
RR/off/50 1061 8 3 5,410 26 �6
aSee text for details on noninductive/inductive charging. Totals are

shown for 130 minutes elapsed time from model initiation. The
noninductive scheme is denoted by TAK [Takahashi, 1978], GZ [Ziegler
et al., 1991], SP98 [Saunders and Peck, 1998], SP98r (see section 3.3.4.1),
RR (Riming Rate), and S91 [Saunders et al., 1991]. Inductive charging
strength is indicated by ‘‘off’’ (none), ‘‘mod’’ (moderate), or ‘‘str’’ (strong)
and is followed by the minimum ice crystal concentration (units of L�1).
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charge regions (Figure 7c) and increasing the number of
IC flashes (Table 2). The lower positive charge region
was strengthened sufficiently to induce lightning, includ-
ing �CG flashes. Contours of inductive charging rate
(Figure 7d) reveal that induction enhanced the positive

charging of graupel near the �10�C level and higher in the
updraft. The moderate level of inductive charging (not
shown) also strengthened the LPC enough for a few
�CG flashes. There was also a reduction in the number
of IC flashes (from 181 to 154), but the dissipation of

Figure 7. Charge structure (left) and charge separation rates (right) at 52 min from the TAK
noninductive charging scheme. Cloud boundary (thin dotted line) and isotherms (thin horizontal lines at
0�, �10�, and �20�C) are the same in all panels. Left column: Net negative charge density (cyan, blue,
dashed) and net positive charge (pink, red). Right column: Noninductive charge separation rates and
inductive charging rates with contour intervals of ±1, ±6, and ±15 pC m�3 s�1 increasing thereafter by
intervals of 10 pC m�3s�1 (negative and positive to graupel in blue-dashed and red). Note that the
noninductive charging rates (b) apply to both (a) TAK/off/10 and (b) TAK/str/10. The green (heavy short
dashed) contour in (b, d, and f) shows cloud water content of 1 g m�3. Storm-relative wind vectors are
shown at every second model point and only where the speed is greater than 5 m s�1. Filled gray contours
show total graupel mixing ratio (the sum of low, medium, and high density graupel). The wind vectors
and graupel contours are the same in all similar plots.
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energy by the �CG flashes could have been partly respon-
sible by leaving less energy for IC flashes.
[51] The LPC from the TAK scheme could also be

enhanced significantly by increasing the minimum ice
crystal concentration from 10 L�1 to 50 L�1 (Figure 7e).
The increased ice concentration resulted in increasing the
number of IC flashes nearly four-fold from the TAK/10/off
case, but just over half the number of �CG flashes as the
case with strong inductive charging. A dramatic increase in
positive charging of graupel is seen by comparing Figure 7d
and Figure 7f, but an increase in negative charging is also
evident from the larger area of the charging contours. A
further test increasing the ice crystal concentration to
200 L�1 found another four to five-fold increase in IC
flashes, but only about double the number of �CG flashes.
[52] A more general picture of the charging rates pro-

duced by the TAK scheme and the accompanying inductive
charging is given by the time-height plots in Figure 8.
Negative noninductive charging rates were highest at
altitudes of 7 to 10 km, while positive noninductive
charging occurred mainly at 4 to 7 km (0� to �20�C).
Positive charging at T < �20�C must have occurred in
regions where CWC < 0.3 (Figure 1) because the maxi-
mum values of CWC at those altitudes (Figure 6d) were
not large enough to reach the high-CWC positive charging
zone. Inductive charging responded to the charge structure
set up by the noninductive process and was most active in
charging graupel positively at 5 to 8 km altitude. Increas-
ing the minimum ice crystal concentration from 10 L�1 to
50 L�1 caused a respective increase in positive noninduc-

tive charging (Figures 8a and 8c) as well as a significant
increase in negative noninductive charge separation.

5.2. GZ Results

[53] The GZ noninductive parameterization yielded
results that were broadly comparable to the TAK scheme.
A key difference between the GZ and TAK schemes is at
lower temperature and cloud water content, where TAK has
positive charging but GZ has negative charging. The TAK
and GZ cases with lower ice concentration and strong
inductive charging (str/10) had similar normal tripole (plus
negative screening layer) charge structures at 52 min
(Figure 7 and Figure 9). The first CG flash in the GZ/str/
10 case was negative and initiated between the lower
positive and main negative charge regions (Figure 9a) at
53 min.
[54] The time-height charging rates from the GZ scheme

(Figure 10) were also similar to the TAK scheme results
(Figure 8). A main difference of the GZ scheme was the
strict altitude boundary between positive and negative
charging that resulted from its simplified temperature
dependence. The GZ scheme with Tr = �15�C had a
shallower, weaker positive charging zone than TAK, which
may explain the lower rate of �CG flashes. The greater
negative charging rates from the GZ scheme contributed to
the higher total of IC flashes.

5.3. S91 Results

[55] The S91 noninductive scheme produced results
similar to the GZ scheme but with half or fewer total lightning
flashes. At the lower ice concentration setting of 10 L�1 with
strong inductive charging (S91/str/10), the charge structure
was quite similar to the GZ results at 52 min (Figures 9a
and 9c). Unlike the GZ and TAK results, the S91 simulations
started out with predominantly positive noninductive
charging of graupel (Figures 11a, 11c, 11d, and 11e) due to
high values of EW, resulting in an initial charge structure
with negative charge above positive (negative dipole). This
initial negative dipole was not signficant enough to cause
lightning, however, and, after a few minutes, most of the
noninductive charging switched to negative.
[56] Sustained positive noninductive charging occurred

at much lower temperatures (T � �25�C) in the full S91
scheme results (Figures 11a and 11c) than in the TAK
results (Figure 8). The PLEZ was the primary cause of this
positive charging, although some of the positive charging
occurred in conditions of sufficiently high EW. The role of
the PLEZ was demonstrated by switching it off (S91*),
causing the disappearance of the positive noninductive
charging at T < �25�C (Figures 11d and 11e).
[57] The effect of the PLEZ charging can be seen in

Figure 9d just outside of the main negative charging region
(at 7 km altitude and 22 to 26 km horizontally). This
positive charging zone did not substantially affect the
charge structure in the low ice (10 L�1) case. In the high
ice concentration case of 50 L�1, on the other hand, the
positive charging was enhanced and resulted in a horizontal
extension of the negative charge region at 7 to 8 km (not
shown). Turning off the PLEZ resulted in a higher total
number of IC flashes and greater total discharge by IC
flashes (S91*; Table 2), suggesting that the PLEZ had, on
average, a dissipating effect.

Figure 8. Horizontally integrated charge separation by
graupel and hail per minute per model level for the TAK
noninductive scheme. Contours of positive (thin black) and
negative (thick gray) charging rates (per model level) with
values of ±1, ±5, and ±10 C min�1 level�1, with further
constant increases of ±5 C min�1 level�1.
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[58] Three of the S91 simulations produced +CG flashes
(Table 2), similar to the GZ simulations. In each of these
cases, the last CG flash was positive and occurred near the
end of the simulation after 118 min. The two +CG flashes in
the S91/off/10 and S91/str/10 cases happened within the
time range of 116 to 119 min (Figure 16c). The CG flash
activity was mostly unchanged when the PLEZ was turned
off in the S91* cases. Although there were no +CG flashes
for S91*/str/10, the downward trend for positive leaders at
the end of the storm suggested that there was potential
for one or more +CG flashes (not shown, but similar to
Figure 16c).

5.4. SP98 and RR Results

[59] The results from SP98 and RR were comparable to
each other, both producing a charge structure at 52 min
(Figures 12a and 12c) that was nearly opposite to the TAK,
GZ, and S91 results that included strong inductive charging.
The updraft region exhibited an ‘inverted’ charge structure
with a main positive charge region at �30�C < T < �20�C
(instead of negative) and an upper main negative charge and
lower negative charge (instead of lower positive). An extra
positive charge appeared in the updraft region below and
to the side of the lower negative charge, but was lower
and smaller in extent than in the TAK and GZ results.
The vertical structure along a line through x = 23 km

(Figures 12a and 12c) was also the opposite of the other
schemes (Figures 7 and 9).
[60] The cause of the inverted charge structure from the

SP98 and RR schemes was clearly the greater amount of
positive noninductive charging of graupel. The SP98 case
showed positive charging throughout the full depth of the
updraft (Figure 12b) at 52 min. The RR case had a higher
RARcrit than SP98, especially at low temperatures, and
showed some negative charging at the top of the updraft
(Figure 12d), but was still dominated by positive charging in
the region shown at 52 min. The time-height charging plots
(Figures 14b and 15b) show that inductive charging played
a significant role in maintaining and enhancing the charge
structure in the simulation.
[61] The primary difference between SP98 and RR

appeared at low temperature (near �40�C). Comparing
Figure 14a with Figure 15a, the RR scheme shifted the
maximum positive charging rates to lower altitude during
60 to 65 min and eliminated the positive noninductive
charging at about 9 km (�40� to �35�C) during the time
period of 70 to 85 min. The SP98r variation, which assumed
half the usual riming rate, switched much of the charging in
the upper updraft region from positive to negative (compare
Figure 12b with Figure 13b at 8–9 km and 60–65 min),
while leaving some positive graupel charging at lower
temperatures (Figure 14d). The SP98r/str/10 charge struc-

Figure 9. Charge structure at 52 min from GZ and S91 noninductive charge separation schemes. Right
column: Noninductive charge separation rates (negative/positive to graupel in blue/red). Contour
intervals as in Figure 7.
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ture at 52 min (Figure 13a) looked more like the GZ and
S91 results but with a smaller LPC.
[62] Increasing the minimum ice crystal concentration

from 10 to 50 L�1 caused a greater overall increase in
negative noninductive charging than in positive for each of
the RAR-based schemes. Positive noninductive charging
was a maximum at the early stage of new updraft pulses,
and the storm switched to dominant negative charging as the
cloud water contents and rime accretion rates decreased
(Figures 14c, 14f, and 15c.) The greater increase in negative
charging at mid and upper levels, combined with more
positive noninductive charging at �10� to �20�C helped to
revert the charge structure toward normal tripole structure.
The SP98 and RR schemes produced significant numbers of
�CG flashes (three or more) only in the off/50 cases.

5.5. Lightning

[63] Figure 16 shows the time-height evolution of total
lightning for simulations with the str/10 setting (strong
induction and minimum 10 ice crystals per liter). Lightning
responds to the charge structure and thus indicates the
charge regions that are significant enough to be involved
in a flash. Negative leaders (line contours) indicate ambient
significant positive charge, and vice versa for positive
channels (filled contours). The TAK, GZ, and S91 cases
(Figures 16a, 16b, and 16c) had lightning that indicated an
initial normal dipole charge (positive charge above nega-

tive), with later development of a significant LPC starting
around 50 min and �CG flashes. The lightning in SP98 and
RR cases (Figures 16d and 16e), on the other hand, showed
an initial inverted dipole charge structure. The RR case
quickly added a significant lower negative region and
associated +CG flashes. A normal dipole was evident for
the SP98r case (Figure 16f), though a significant upper
negative region appeared at 35 to 45 min, composed of ice
crystals charged negatively by noninductive charging. The
SP98r lightning was more similar to the RR result than to
SP98. Both the SP98r and RR cases showed stronger
positive inductive charging than in the regular SP98 case
at around �10 to �15�C starting at 90 min (Figures 14e
and 15b), contributing to the conditions for subsequent
+CG flashes.

Figure 10. Horizontally integrated charge separation by
graupel and hail per minute per model level for the GZ
noninductive scheme. Contours of positive (thin black) and
negative (thick gray) charging rates (per model level) with
values of ±1, ±5, and ±10 C min�1 level�1, with further
constant increases of ±5 C min�1 level�1. Panels (a) and
(b) show noninductive and inductive charge separation rates
for the low minimum ice case (10 L�1), and panel (c) shows
noninductive charge separation rates for the high minimum
ice case (50 L�1).

Figure 11. Horizontally integrated charge separation by
graupel and hail per minute per model level for the S91
noninductive scheme. Contours of positive (thin black) and
negative (thick gray) charging rates (per model level) with
values of ±1, ±5, and ±10 C min�1 level�1, with further
constant increases of ±5 C min�1 level�1.
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[64] One common feature of the lightning from each of
the schemes is a correlation between the lightning and
reflectivity heights. A comparison of the time-height
maximum reflectivity (Figure 6a) and lightning (Figure 16)
finds that each rise and fall in reflectivity height is mirrored
in the lightning heights (e.g., at 40, 65, 80, and 105 min) as

has been observed in nature [e.g., Krehbiel et al., 1984;
Lhermitte and Krehbiel, 1979; Lhermitte and Williams,
1985; Ushio et al., 2003].
[65] A number of simulated lightning flashes propagated

far upward from the storm top, even reaching the top of the
model domain (Figure 16). Although a lightning discharge

Figure 12. Charge structure at 52 min from the SP98 (a, b) and RR (c, d) noninductive charge
separation schemes. Contour intervals as in Figure 7.

Figure 13. Charge structure at 52 min from the SP98r variation of the SP98 noninductive charge
separation scheme. Contour intervals as in Figure 7.
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from cloud to stratosphere was observed by Pasko et al.
[2002], such flashes in the model appear to be primarily the
result of numerical issues. Some improvements were made
to the lightning parameterization after the completion of the
simulations represented in Table 2. The improvements
helped to maintain better charge neutrality during flash
propagation and allowed for a lower electrical resistance.
A few cases were rerun with the newer lightning scheme,
and most of the above-cloud lightning activity was elimi-
nated. Otherwise, the same general lightning behaviors were
reproduced, with the conclusion that the results of the
present study would not be adversely affected.

6. Discussion

6.1. Comparison With Previous Studies

[66] Only a few studies have attempted to compare
noninductive charging from different laboratory results in
multiple (two or three) dimensions. The work Scavuzzo and
Caranti [1996] and Scavuzzo et al. [1998] was three
dimensional and attempted to compare the laboratory results
of Takahashi [1978] and Saunders et al. [1991]. These two
studies were limited by the lack of coupled, predicted ice
microphysics in their model. Instead, they took a warm-
physics cloud and injected arbitrary vertical distributions of
ice particles. That method ignored the charging history of
particles and therefore effectively studies only charging
rates over a short period of time. In terms of model

dynamics and microphysics, then, the only comparable
multidimensional numerical charging sensitivity study is
Helsdon et al. [2001] (HWF), whose tests included nonin-
ductive parameterizations based on Takahashi [1978] and
Saunders et al. [1991].
[67] The HWF modeling case was the 19 July 1981 storm

from the Cooperative Convective Precipitation Experiment
(CCOPE). The CCOPE storm was similar to the present
case in that both had precipitation development that was
dominated by the ice process. The noninductive charging
parameterizations in HWF for Takahashi [1978] and
Saunders et al. [1991] are broadly similar for the TAK
and S91 schemes without inductive charge separation
(sections 3.3.1 and 3.3.3). One difference from the present
study is that HWF did not include the factor a (12) for the
Takahashi scheme. In the TAK results, the initial charge
structure is a positive dipole and a negative electrical
screening layer develops by ion attachment, as occurred in
HWF. The positive charging of graupel at low cloud water
content and low temperature (around �20�C) noted by
HWF is also seen in the present results with the TAK
scheme (Figure 7).
[68] The results using the S91 scheme had a similar early

electrification as in HWF, where the charge structure
initially developed as a negative dipole but then switched
over into a positive dipole structure. In the present case, no
lightning was produced by the initial negative dipole
structure (e.g., Figure 16c), as in HWF, which had an

Figure 14. Horizontally integrated charge separation by graupel and hail per minute per model level
for the SP98 noninductive scheme. Contours of positive (thin black) and negative (thick gray) charging
rates (per model level) with values of ±1, ±5, and ±10 C min�1 level�1, with further constant increases of
±5 C min�1 level�1. Panels (a) and (b) show noninductive and inductive charge separation rates for the
low minimum ice case (10 L�1), and panel (c) shows noninductive charge separation rates for the high
minimum ice case (50 L�1). Panels (d–f) show the same quantities for the SP98r variation where the
input value of RAR was halved.
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overall reduction in charging rate by a factor of 10. A
similar reduction was not needed in the present case,
perhaps because of the limit on charge separation of 20 pC
per rebounding graupel-ice collision. No test with reduced
EW was performed like the one done by HWF, but it is
expected that it would also reduce the initial positive
charging of graupel, similar to the effect seen in the
SP98r variation of the SP98 scheme, which reduced the
assumed rime accretion rate by half.
[69] The ‘1.5’ dimensional modeling study of Solomon

and Baker [1998], which used only the Saunders et al.
[1991] scheme, is worth mentioning. They also noted
initially weak inverted electrification when higher concen-
trations of ice nuclei were available at higher temperatures,
but otherwise normal-polarity electrification as EW
decreased by freezing and riming and graupel rose higher
in the updraft to lower temperature. The case was a New
Mexico storm, which seems to be comparable to the storms
in HWF and the present case.

6.2. Charge Structure and CG Flash Polarity

[70] The dominant model of typical thunderstorm charge
structure has been the normal tripole [e.g., Williams, 1989]
(or ‘normal quadrupole’ if a negative charge screening layer
at cloud top is included). The TAK and GZ schemes
consistently produced such a normal polarity charge struc-
ture (Figures 7b and 9a). The simulation with the S91
scheme also exhibited a normal tripole at the same time
(Figure 9c). All three also had a negative screening charge
layer at the upper cloud boundary. In the simulated tripole
structure, �CG flashes were initiated by the large electric

field magnitudes between the main negative and lower
positive charge regions [e.g., Clarence and Malan, 1957;
Jacobson and Krider, 1976; Williams, 1989]. The S91 cases
also had a main positive charge above a main negative
charge at the time of first lightning (Figure 16c).
[71] The RAR-based schemes (RR and SP98), resulted in

‘inverted’ polarity charge structure during the first hour or
more of the simulation (e.g., as in Figure 12a). The inverted
charge structure was reflected in the lightning activity,
which showed negative channels in the �10�C to �20�C
level with positive leaders above them, persisting through
70 min or more (Figures 16d and 16e). In the RR/str/10 case
(Figure 16e), the lower negative charge region was signif-
icant enough to initiate IC and +CG flashes, which is very
much the opposite behavior of the TAK, GZ, and S91
results (Figures 16a and 16b). The lightning from the
SP98/str/10 also indicated a strong lower negative charge,
but no +CG flashes until the end of the simulation. As
previously noted in Mansell et al. [2002], +CG flashes in
the model always required a lower negative charge region
for initiation, analogous to the role played by the lower
positive charge for �CG discharges, as suggested by
observations [e.g., Krehbiel et al., 2000].
[72] The model results for the TAK and SP98 schemes

exhibited a stark difference in charge and lightning struc-
ture, at least during the first 70 to 90 min of the storm
lifetime. After about 70 to 80 min, however, the lightning
signatures tended to look similar across all the schemes, at
least for the middle and upper altitudes (Figure 16). The
RAR-based schemes tended to have mostly normal-polarity
lightning by about 70 min, with the exception of the SP98,
which maintained a significant upper negative charge layer
(and positive lightning channels) until about 80 min. The
switch to dominant normal polarity coincided with the
decline in peak CWC (Figure 6d) and respective riming
rates. The RAR-based schemes also did not show much
significant lower positive charge, in contrast to TAK, GZ,
and S91, in terms of involvement with lightning.
[73] Near the end of the storm (115 to 130 min), only the

TAK result had a lower positive charge that was still
involved in lightning. The TAK result maintained a rela-
tively constant lower cut-off to positive leaders, in contrast
to the others, which tended to show positive leaders reach-
ing to lower altitudes in the last few minutes of activity,
usually including a +CG flash. These end-of-storm +CG
flashes occurred as the last active cell decayed and nega-
tively-charged graupel descended closer to ground. In the
TAK scheme, however, graupel receives positive charge at
lower values of CWC and temperatures of 0� to �20�C and
for any value of CWC at T > �10�C (Figure 1). As a result,
graupel that fell out of the storm through a region of low
CWC tended to acquire positive charge (or become less
negatively charged) in the TAK scheme, where the other
noninductive schemes more likely to indicate negative
charging (e.g., compare the region X > 22 km and T >
�20�C in Figure 7b for TAK and Figure 9d for S91).

6.3. Role of Inductive Charging

[74] The model results suggest that conditions may exist
under which inductive graupel-droplet charging might be an
important secondary electrification effect. A test with only
‘‘strong’’ inductive charging yielded electric fields barely

Figure 15. Horizontally integrated charge separation by
graupel and hail per minute per model level for the RR
noninductive scheme. Contours of positive (thin black) and
negative (thick gray) charging rates (per model level) with
values of ±1, ±5, and ±10 C min�1 level�1, with further
constant increases of ±5 C min�1 level�1.
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larger than the fair-weather field (not shown), consistent with
the model results of Helsdon et al. [2002], indicating that
noninductive charge separation is the primary mechanism in
the model and is required to generate fields large enough to
make polarization charging significant. The lower-efficiency
‘‘moderate’’ inductive charging parameters led to slightly
weaker overall electrification as measured by total discharge
(Table 2). When the ‘‘strong’’ inductive charging parameters

were used, however, the overall electrification was signifi-
cantly increased. For the TAK, GZ, and S91 schemes,
(minimum ice crystal concentration of 10L1) inductive
charging was important for the development of a lower
positive charge region (and enhanced main negative charge
region), resulting in �CG flashes.
[75] When a larger minimum ice crystal concentration is

assumed, however, the model results suggest that nonin-

Figure 16. Time-height representation of lightning activity. Positive and negative leader segments were
added up over each model level on 1 min intervals. Gray-filled contours indicate positive leader
segments, colored line contours show negative leader segments, and both have values of 0.75, 10, 40, and
100 segments per level (blue, green, red, and black, respectively). (a) Takahashi [1978] (TAK),
(b) Gardiner-Ziegler (GZ), (c) Saunders et al. [1991] (S91), (d) Saunders and Peck [1998] (SP98),
(e) Riming Rate (RR), and (f) SP98r (SP98 with doubled RARcrit). All cases had low ice (10 L�1) and
strong inductive charging (str/10). The ‘‘+’’ symbols in (b) indicate when +CG flashes occurred at the end
of the storm in the other GZ cases.
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ductive graupel-ice charging by itself could be capable of
producing significant lower-altitude charge regions under
the right conditions. This result indicates the importance of
determining the ice crystal concentration in the temperature
range of 0� to �15�C. The use of constant value for droplet
concentration may tend to exaggerate the effect of inductive
charging at mid and upper altitudes, where actual droplet
concentrations might be lower because of accretion and
parcel expansion. The inductive charging equation (27)
essentially has an inverse dependence on droplet diameter
(i.e., D�1) as size and concentration are varied for the
same CWC. Thus the effect of inductive charging is
expected to decrease as the droplet size increases and
number concentration decreases for a constant droplet mass
content. Clearly, prediction of droplet and crystals concen-
trations will be needed for further model investigations of
charge separation at higher temperatures.

6.4. Delay of CG Flashes

[76] All of the lightning histories in Figure 16 show a
delay of 15 minutes or more from the time of the first IC
flash to the first CG flash. By about 50 minutes, the TAK,
GZ, and S91 cases had developed a lower positive charge
that is involved in IC and �CG flashes, coincident with
growth in graupel mass at lower levels (Figure 6c). The
inverted charge structure early in the SP98 case has similar
timing for a few IC flashes involved in a lower negative
charge region, but no CG flashes.
[77] The charge development at lower altitudes is a

consequence of the precipitation-based charging mecha-
nisms as graupel reaches and builds at lower altitudes in
the storm cells. As described in section 4, the simulated
storm develops precipitation exclusively by the ice process,
so the initial development of graupel is high in the storm,
and the graupel falls out downstream of the updraft. Some
of the graupel (still frozen or melted) is entrained back into
updraft, where it can (refreeze and) resume riming and be
active in generating the lower charge regions (either by
noninductive or inductive mechanisms), which may then
initiate CG flashes. The result is a substantial delay between
the first IC and CG flashes [Workman and Reynolds, 1949;
Lhermitte and Krehbiel, 1979; Goodman et al., 1988;
Williams et al., 1989]. A similar development process was
seen in the axisymmetric wintertime (cold cloud base)
maritime cloud simulation of Takahashi [1984], where
graupel was the dominant form of precipitation. In that
case, however, the graupel fell back down through the
updraft rather than being entrained, because the model
could not have environmental wind shear.

7. Summary and Conclusions

[78] The primary goal of this study was to demonstrate
the charging behavior from parameterizations of different
laboratory studies in the context of a numerical storm
simulation. In the chosen continental multicellular storm,
the TAK, GZ, and S91 schemes produced normal-polarity
storms and �CG flashes, whereas the RAR-based schemes
(SP98 and RR) had initially inverted-polarity charge struc-
ture. When the graupel collection efficiency was assumed to
be 0.5 instead of nearly 1.0, the SP98r scheme acted much
like S91. The S91 and SP98r schemes did produce an

initially inverted charge structure (positively charged grau-
pel), but it was too weak to initiate lightning. The model
results support the primary role of noninductive charge
separation for thunderstorm electrification and allow a
secondary and possibly important role for inductive charge
separation by rebounding graupel-droplet collisions. The
model only treats this one form of inductive charging,
however, and other inductive mechanisms might be impor-
tant, such as inductive separation through drop break-up or
liquid shedding from melting ice.
[79] Recent observations from the Severe Thunderstorm

Electrification and Precipitation Study (STEPS) [Lang et al.,
2004] with lightning mapping [e.g., Krehbiel et al., 2000]
and in situ electric field soundings [Rust and MacGorman,
2002] have revealed that many storms in the western-
Kansas eastern Colorado region appeared to have an
inverted charge structure. These observations raise the
question whether any of the noninductive charge separation
schemes could cause inverted polarity storms. The GZ
scheme is unlikely to produce inverted polarity unless the
reversal temperature were set very low [e.g., Ziegler et al.,
1991]. The TAK and S91 schemes allow for positive
charging of graupel at lower temperature for high values
of CWC or EW. Sufficiently high EW for positive charging
by S91 was reached in the multicell storm simulation, but it
was insufficient to cause a significant or sustained inverted
polarity charge structure. The high CWC threshold for
positive charging at lower temperature in the TAK scheme
was never achieved, although there was positive charging at
lower temperatures with low CWC. Although peak values
of CWC greater than 3 g m�3 occurred, they were confined
to precipitation-free updrafts, where there was insufficient
graupel for appreciable charge separation. When graupel
does appear in the updraft, the CWC is rapidily reduced by
scavenging.
[80] The SP98 and RR schemes, on the other hand,

reached their positive charging regions much more easily
with sustained high rime accretion rates. The model study
thus suggests that the RAR-based schemes are more likely
to be able to produce an inverted-polarity storm than the
others. The SP98r result suggests that the SP98 scheme also
could produce a normal-polarity storm with somewhat
lower values of CWC or lower droplet collection efficiency.
Even though the SP98 and RR schemes had much more
positive charge gained by graupel than the other schemes at
temperatures less than �20�, total negative charging was
still greater than total positive charging. Each pulse of
positive charging was followed by negative charging as
riming reduced the CWC and in turn reduced the riming
rates, which favored negative charging of graupel. Since the
schemes based on rime accretion rate are more sensitive to
the microphysical conditions, they appear also to be more
versatile in the possible charge structures they can produce.
[81] Modeling results are necessarily dependent on the

treatment of microphysical processes, and this study found
sensitivities to ice crystal concentration and rime accretion
rate, indicating aspects of the model microphysics that
could be improved. The addition of number concentration
prediction for droplets and ice crystals is in progress and
will help the investigation of the effectiveness of noninduc-
tive charge separation at higher temperatures (�10 to 0�C).
An enhanced microphysics scheme is not yet fully imple-
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mented, but some initial tests suggest that ice crystal
concentrations at higher temperatures could be large enough
to generate lower charge regions without any action by
inductive charging. These preliminary results would agree
with the current results with minimum ice concentration of
50 L�1 and no inductive charging.
[82] Even as models become more sophisticated, however,

there is still a great need for further laboratory studies, as
there is much that is poorly understood that cannot be
addressed by numerical models alone. For example, there
is the question of the best ways to represent a mixed-phase
cloud in a laboratory experiment. Pereyra et al. [2000]
found that the technique for introducing ice crystals into a
cloud chamber, either grown within the cloud (one-cloud
method) or in a separate chamber (two-cloud method),
can dramatically affect the results, especially at lower cloud
water content. Another unanswered question is the effec-
tiveness of noninductive charge separation in the lower
temperature regime of �30 to �40�C. All of the simulations
showed significant charge separation in that temperature
range, where the charging parameterizations must rely on
extrapolations of the laboratory data. The dependence of
charge separation on the droplet size spectrum may also be
important [e.g., Jayaratne and Saunders, 1985; Avila et al.,
1998; Avila and Pereyra, 2000] for noninductive charging
and deserves greater attention. Model parameterizations
could also be improved by a better understanding of the
effect of graupel particle temperature on charging. An
investigation of charge separation between different-sized
graupel particles or between graupel and aggregates (rather
than single crystals) could also fill gaps in our understand-
ing. For example, Avila et al. [2005] found that a target
gained positive charge from larger irregular ice particles
under conditions in which smaller crystals imparted nega-
tive charge. As insights on the microscale come out of new
laboratory studies, electrification modeling will continue to
investigate the possible consequences on the macroscale.

Appendix A: Small Ion Parameterization

[83] The model includes an explicit treatment of small
ions, which are assumed to be singly charged. The conser-
vation equation for positive and negative ion concentrations
(n+ and n�) is

@n�
@t

¼�r � n�V� n�m�E� Kmrn�ð Þ þ G

� anþn� � Satt þ Spd þ Sevap ðA1Þ

[84] The first and third terms in parentheses are advection
and turbulent mixing and are treated the same as for the
other scalar variables. The second term, the ion drift motion,
is treated similarly to the advection term with a sixth-order
flux-form Crowley scheme [Tremback et al., 1987] with
monotonic filter [Leonard, 1991]; G is the background
cosmic ray ion generation rate; an+n� is the ion recombi-
nation rate; and the last three terms are ion attachment
to hydrometeors (sink), point discharge current from the
surface (source), and release of any charge as ions from
hydrometeors that evaporate completely (source). If the ion
drift speeds exceed the maximum for stable transport, then
the ion processes (except advection and turbulent mixing)

are performed on a subdivided time step, leaving the
dynamical time step unchanged. In practice this subdivision
rarely occurs because the electric field values are limited
according to the breakeven field threshold, which is smaller
at higher altitudes and compensates for the increased ion
mobilities.
[85] The fair weather state is defined as in Gish [1944]

with the modified coefficients of Helsdon and Farley
[1987]:

Ez;FW ¼ E0 b1e
�a1z þ b2e

�a2z þ b3e
�a3zð Þ ðA2Þ

where E0 = �80.0 V m�1, b1 = 0.5, a1 = 4.5 � 10�3, b2 =
0.65, a2 = 3.8 � 10�4, b3 = 0.1, a1 = 1.0 � 10�4.
[86] At steady state in a fair-weather condition, the

vertical positive and negative ion fluxes are

d

dz
nþmþEz;FW

� �
¼ G zð Þ � anþn� ðA3Þ

� d

dz
n�m�Ez;FW

� �
¼ G zð Þ � anþn� ðA4Þ

where G(z) is the ion generation rate by cosmic rays (held
constant as a function of altitude), and a = 1.6 � 10�12 m�3

s is the ionic recombination coefficient [Chiu, 1978].
[87] The ion mobilities m are adopted from Shreve [1970]:

m� ¼ b�e
1:4�10�4z ðA5Þ

where b+ = 1.4 � 10�4 and b� = 1.9 � 10�4 and z is in
meters. Diffusivity is derived from mobility by the Einstein
relation

D� ¼ kT

e
m� ðA6Þ

where k is Boltzmann’s constant, T is the temperature
(Kelvin), and e is the electron charge magnitude. (Note that
m± includes an implicit factor of e.)
[88] Under steady-state (i.e., fair weather) conditions, we

assume that the ion currents vary negligibly from constant,
so that r � j± = 0. Therefore, from equation (A3) we get

G zð Þ ¼ anþn� steady stateð Þ ðA7Þ

(as in Takahashi [1979]) and the cosmic ray generation rate
is held constant in time throughout a simulation.
[89] Ion attachment to hydrometeors is a combination of

diffusion, Sdiff, and conduction, Scond. As in Chiu [1978],
the two terms are calculated separately and added (Satt =
Sdiff + Scond). The equations for attachment by conduction
are the same as found in Chiu [1978] (based on Whipple
and Chalmers [1944]) and are not reproduced here. As in
Chiu [1978], the vertical component of the electric field is
used to calculate Scond. The equation for diffusion attach-
ment is similar to Chiu [1978]:

Sdiff� ¼ @n�
@t

�
diff

¼
X
j

4prjD�n�cjf Xj

� �
1� rjVTj

2pD�

� �
ðA8Þ
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where rj, VTj, and cj are the mean radius, mean terminal fall
speed, and number concentration of the jth hydrometeor
category. The factor f(Xj) is from Helsdon [1980]:

f Xj

� �
¼ Xj

eXj � 1
ðA9Þ

where Xj = Qj/QD; Qj is the charge per particle in
hydrometeor category j; and QD = 4 p�rjkBT/e is the
hydrometeor charge at which the electric potential and
thermal energies are balanced at the surface. In Helsdon
[1980], Xj was allowed to become negative, which enhances
diffusion for ions of opposite charge [i.e., f(Xj) > 1]. Here,
we only allow positive values of Xj [i.e., f(Xj) � 1] to avoid
the possibility of double-counting the ion attachment by
conduction [Chiu, 1978].
[90] A point ion discharge current jpd (corona current) is

allowed when the vertical electric field component at the
ground level exceeds a given threshold (jEzj > E0). The
formulation used here follows Jhawar and Chalmers [1967]
with values of Standler and Winn [1979]:

jpd ¼ CEz Ezj j � E0ð Þ2 ðA10Þ

where C = 2 � 10�20 A m V�3, and E0 = 5 � 103 V m�1,
and Ez is the vertical electric field component at the ground.
The discharge current jpd is converted to an ion concentra-
tion rate Spd± as

Spd� ¼ jpd

qe Dz
ðA11Þ

where qe is the electron charge magnitude and Dz is the
vertical grid spacing at the first scalar grid point above
ground. Note that Spd + = 0 for Ez < E0 and Spd� = 0 for Ez >
�E0.
[91] In practice, the surface electric fields rarely exceed

15 kV m�1 except as a response to the charge deposited by
CG flashes. When the Ez exceeds 15–20 kV m�1, the cubic
formulation begins to overpredict the average point dis-
charge for a typical model time step of 3 to 5 s and thus can
cause an overshoot in the ion density. A much smaller time
step [e.g., Standler and Winn, 1979] would allow the initial
large discharge rates to feed back quickly to limit further
corona. Limiting the magnitude of Ez to 15 kV m�1 in
(A10) still allows the modeled surface electric field to
recover from large impulses (over 30 kV m�1) within
2 model time steps (6 to 10 s). Additionally, a check is
performed to ensure that the amount of corona charge is
limited to that which just reduces the surface field back
down to the threshold (cut-off) value.
[92] The boundary conditions for ions are specified on all

domain boundaries. Ion concentrations at the top and lateral
boundaries are not changed by drift motions (i.e., by ion
currents). The normal electric field component is not nec-
essarily zero at the lateral boundaries because the electric
field is calculated in an extended domain (wider and taller)
as described in section 3.2. Ion concentrations at the top of
the cloud domain are held constant. The ion concentrations
at the lateral boundaries can be affected by advection under
outflow conditions but not by inflow, which is the case for
advection of all scalar variables. Through the action of

vertical ion drift, boundary values return to fair-weather
values following the passage of clouds through a boundary.
Ion drift currents can bring charge into the domain through
all boundaries.
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